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ABSTRACT
Eye movements provide insight into what parts of an image
a viewer finds most salient, interesting, or relevant to the
task at hand. Unfortunately, eye tracking data, a commonly-
used proxy for attention, is cumbersome to collect. Here
we explore an alternative: a comprehensive web-based tool-
box for crowdsourcing visual attention. We draw from four
main classes of attention-capturing methodologies in the litera-
ture. ZoomMaps is a novel zoom-based interface that captures
viewing on a mobile phone. CodeCharts is a self-reporting
methodology that records points of interest at precise view-
ing durations. ImportAnnots is an annotation tool for select-
ing important image regions, and cursor-based BubbleView
lets viewers click to deblur a small area. We compare these
methodologies using a common analysis framework in order
to develop appropriate use cases for each interface. This tool-
box and our analyses provide a blueprint for how to gather
attention data at scale without an eye tracker.
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INTRODUCTION
Gaze provides a window into what aspects of an image, design,
or visualization people find most engaging. Where someone
looks on an image can predict whether they remember it or not
[6, 7]. Attention-grabbing regions of a poster can be used to
summarize the design for later retrieval [9]. The most salient
parts of an image can guide automatic cropping and retargeting
[12]. All of these applications rely on inferring where people
are paying attention by capturing where they are looking.
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Figure 1. We consider approaches for crowdsourcing human visual at-
tention data without the use of an eye tracker. The attention heatmaps
generated by two of our interfaces, CodeCharts and ZoomMaps, mimic
heatmaps obtained using eye tracking. While CodeCharts closely ap-
proximates eye movements, ZoomMaps gives a coarser approximation
of attention with more emphasis on distant details. This paper will cover
how the methodologies capture stable aspects of human attention and
the unique features that make them suitable for different applications.

However, attention data has historically been difficult to col-
lect at scale, as it involves in-lab eye tracking using dedicated
hardware. The time it takes to recruit and run each participant
prevents quick data collection and iteration. Meanwhile, on-
line crowdsourcing allows for rapidly collecting large amounts
of human data. Although webcam-based eye tracking has been
proposed as a crowdsourceable alternative [25, 32, 42], it has
many requirements, such as specific lighting conditions and
participant pose, that are difficult to enforce. This has moti-
vated a body of research on interactive user interfaces capable
of capturing attention data without eye tracking.

In this paper, we analyze and expand the state-of-the-art in
interaction methodologies for capturing attention. We present
TurkEyes (http://turkeyes.mit.edu/), a toolbox of four inter-
faces for gathering attention data using just a laptop or mobile
phone. None of the interfaces we consider explicitly mea-
sure eye movements. Rather, we make use of interaction
methodologies from the literature that are correlated with vi-
sual attention (Fig. 1). The interfaces we explore are:

http://turkeyes.mit.edu/


ZoomMaps (zoom-based): Participants
use the pinch-zoom gesture on a mobile
phone to explore image content.
CodeCharts (self-report): Participants
specify where on an image they gazed us-
ing a grid of codes that appears after image
presentation, inspired by [35].
ImportAnnots (annotation): Participants
paint over regions of a design they consider
important using binary masks [31].

BubbleView (cursor-based):Participants
click to deblur/expose small bubble regions
on an otherwise blurry image [22].

We design our toolbox to represent four main categories of
attention-capturing interfaces that we identify in the literature.
Two of these categories lacked a well-studied concrete imple-
mentation, so we created novel interfaces (ZoomMaps and
CodeCharts) to �ll this gap. For the other two categories we
draw on existing tools (ImportAnnots and BubbleView). We
integrate these interfaces into a shared software framework
and provide code to convert their attention data into a common
format so that they can be directly compared.

Next, we do a deep-dive on these interfaces by conducting
extensive experiments on Amazon's Mechanical Turk. We
carefully design tasks and validation procedures to produce
high-quality data. We collect data on a variety of stimuli
(natural and non-natural images) to determine what insights
are discoverable by each tool. Although all the interfaces
capture some common aspects of attention, they are best suited
for different image types and tasks, and we provide guidelines
as to applicable use cases for each.

Our contributions are: 1) a comprehensive toolbox that gathers
attention-gathering interfaces into a common code and analysis
framework and 2) a user guide explaining how, when, and why
to deploy each interface to gather attention data tailored to a
particular use case.

RELATED WORK
Interaction data such as mouse/keyboard on desktop and
touch/zoom on mobile provides a window into what people
�nd relevant and interesting in online content [10, 18, 34, 41].
However, these same interaction methodologies can be har-
nessed to capture attention on images as a replacement for
in-lab eye tracking.

Eye tracking. Eye movements collected using dedicated hard-
ware have long been used to quantify attention. Researchers
have also used built-in webcams to obtain coarse-grained atten-
tion data from crowdworkers [25, 32], but these methods are
insuf�ciently robust, requiring controlled conditions. Efforts
have thus turned to interaction techniques that approximate eye
movements, falling into one of the following four categories.

Cursor-based interfaces.Prior work investigated the corre-
lation between mouse and gaze locations [14, 18, 34]. Cur-
sor movements can complement eye movements, especially
when a participant can use both to interact with visual con-

tent. A separate line of work considered cursor-based inter-
faces as a proxy for eye tracking [3, 21, 38]. For instance,
the moving-window methodology reveals only portions of an
otherwise-obscured image depending on where a user posi-
tions the mouse cursor [20, 30, 33, 40]. This is the basis of the
BubbleView methodology, which was extensively explored
in [22] and provides a well-understood comparison point for
our work.

Self-report interfaces.Moving-window methodologies like
BubbleView distort the underlying image. An alternative is
to show viewers an undistorted image and ask them to report
where they looked, often with the aid of an annotated grid [11,
35]. Our CodeCharts interface is based on [35].

Zoom-based interfaces.Zoom allows users to expand con-
tent that they �nd engaging and want to view in greater detail
[2, 4]. Previous work investigated the zoomable viewport on a
mobile phone as a measure of user engagement with an inter-
face or list of search results [15, 16, 26, 27, 28, 29]. Huang
et al. even proposed generating heatmaps based on the view-
port [17]. Our ZoomMaps methodology expands on this work
by using viewport data to produce an attention heatmap on
an arbitrary image, treating the mobile phone as a restricted
window through which users explore areas of interest.

Annotation interfaces. UI tools for collecting object segmen-
tations in images were developed to produce training data for
computer vision tasks such as object detection and recognition
[36, 37]. However, they have also been used to identify graphic
design elements that a viewer rates as important. ImportAn-
nots refers to the interface for capturing explicit “Importance
Annotations”, �rst introduced by O'Donovan et al. [31], and
has been used to collect data for training computational models
to predict importance of graphic designs [9, 31].

CONSIDERATIONS FOR EVALUATING ATTENTION
Here we discuss ideas, tools, and analysis methods for evalu-
ating attention interfaces. These considerations will motivate
an in-depth look at each interface and guide our comparisons
between them.

Four classes of interfaces. We group previous work on
attention-gathering interfaces into four categories.Zoom-
basedinterfaces use a viewer's zoom patterns as a signal
of interest in regions that are viewed or zoomed.Self-report
interfaces show an image for a limited time and ask the viewer
to report where they were looking using a visual guide.Anno-
tation interfaces allow users to explicitly segment regions they
judge to be relevant to the task at hand.Cursor-basedinter-
faces leverage correlations between mouse movements and eye
movements, often by incentivizing the viewer to click/hover to
explore points of interest. Our toolbox contains one exemplar
of each and our analyses will consider the capabilities and
drawbacks of these approaches.

Representations and metrics for comparing attention.We
convert the output from all of our interfaces into a common rep-
resentation: anattention heatmap, where regions with higher
heatmap values are more attended to. This is signi�cant be-
cause it lets us directly compare output from all the interfaces.



Interface Use Case Advantages Drawbacks

Zoom
Maps

Capturing exploration of large
images at multiple scales

Works on images with multi-scale
content, natural form of interactionCoarse approximation of attention

Code
Charts

Approximating eye-tracking, esp.
for precise viewing durations

Doesn't distort stimuli,
experimenter controls timing, fun

Little data per participant, images
must �t on screen

Import
Annots

Comparing importance of
graphic design elements

Produces clean segmentations,
captures importance

Not ideal for natural images,
measures importance over

attention

Bubble
View

Approximating eye-tracking, esp.
during description tasks Versatile, cheap Distorts stimuli and viewing

experience
Table 1. Use cases and trade-offs for the four TurkEyes interfaces.

To quantify the similarity of attention data captured in different
ways, we use the Pearson's Correlation Coef�cient (CC) and
Normalized Scanpath Saliency (NSS) metrics. CC and NSS
are the preferred metrics for evaluating saliency predictions
and are highly correlated [8]. CC measures the pixel-wise cor-
relation between two normalized heatmaps and ranges from
-1 (inversely correlated) to 1 (perfectly correlated); we use it
to compare attention heatmaps generated by different inter-
faces. NSS measures the mean value of a normalized attention
heatmap evaluated at ground-truth eye �xation locations and
ranges from 0 (no heatmap density at �xated locations) to
in�nity (all heatmap density at �xated locations). We report
NSS when comparing our attention heatmaps to ground truth
eye �xations, which does not require post-processing the �xa-
tions into a heatmap (in contrast to CC). These metrics were
used in [22] and studied in detail in [8].

Types of stimuli. To investigate how well our interfaces func-
tion for different image types, we collect data using a subset
of our interfaces on natural images, resumes, graphic designs,
infographics, and data visualizations. The natural images are
drawn from the CAT2000 dataset [5] which has ground-truth
eye tracking data. For 35 images from CAT2000, we collected
data using all four interfaces: ZoomMaps, CodeCharts (at
6 different viewing durations), ImportAnnots, and Bubble-
View. We also evaluated our interfaces on 116 resumes and 20
graphic designs that we downloaded from Canva.com. Addi-
tionally, we ran ZoomMaps on larger, more complex images
than the other interfaces: infographics from MASSVIS [6]
and data visualizations from personal collections.

Types of task.There are several common viewing tasks used
when collecting attention data, including: search (looking
for a particular element in an image), description (describing
or annotating an imagewhileviewing it), memory (recalling
some aspect of an imageafter viewing it), and free-viewing
(exploring the image freely with no explicit task).

A limitation of relying on interaction to collect attention is that
the interface cannot be completely decoupled from the task.
For instance, it is impossible to have a free viewing ImportAn-
nots task or a description CodeCharts task. For crowdsourcing,
it also important for (1) the task to incentivize participants
to engage with the interface, and (2) data quality to be easily
validated. For our experiments, we choose tasks that align

with both the interaction methodology of each interface and
the incentives of crowdworkers, and we explain how to val-
idate the quality of the data captured with our procedures.
For BubbleView and CodeCharts, we use a free-viewing task
because the actions of clicking and reporting codes, respec-
tively, naturally encourage interaction. For ZoomMaps we
use a memory task to encourage participants to explore the
image by zooming in on details. For ImportAnnots, we use
the annotation (description) task intrinsic to the interface, and
we also report on the description task using BubbleView.

Evaluation criteria. We will consider several criteria when
evaluating these interfaces, including: cost of data collection
per image, type of stimuli and task that is appropriate for each
interface, similarity of the data collected to eye movements,
and what exactly each interface is measuring. Table 1 provides
a high-level summary of the bene�ts and drawbacks of each.
We present this table up front in order to contextualize the
discussion of the details of each interface in the next section.

INTRODUCING THE TURKEYES TOOLBOX
In this section, we do a deep dive into the individual inter-
faces to describe how they work and present our experimental
procedures for collecting attention data with each.

ZoomMaps

The mobile screen provides a naturally restricted window that
is frequently used to explore multi-scale content with the help
of the zoom functionality. We build a novel interface to capture
the zoom patterns of participants viewing images on their
mobile phones and show that these patterns can be used as an
approximation of visual attention.

Task �ow. Participants are sent to a landing page that contains
a QR code and a URL that they use to open an image gallery in
their mobile browser. They are instructed to spend a minimum
amount of time (5-15 seconds per image depending on the
experiment) exploring each image by panning and zooming.
Depending on the experiment, they either answer questions
about each image (in which case they answer questions on
mobile) or �ll out a task-speci�c questionnaire at the end
just before submission (which can be completed on a desktop).
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